Sentiment Analysis

# Data:

This is a dataset for binary sentiment classification containing substantially more data than previous benchmark datasets. We provide a set of 25,000 highly polar movie reviews for training, and 25,000 for testing. There is additional unlabeled data for use as well. Raw text and already processed bag of words formats are provided. See the README file contained in the release for more details.

The Dataset of 50,000 movie reviews from IMDB, labeled by sentiment (positive/negative). Reviews have been preprocessed, and each review is encoded as a sequence of word indexes (integers). For convenience, the words are indexed by their frequency in the dataset, meaning the word that has index 1 is the most frequent word. Use the first 20 words from each review to speed up training, using a max vocab size of 10,000.

As a convention, "0" does not stand for a specific word, but instead is used to encode any unknown word

**Data reference:** <https://ai.stanford.edu/~amaas/data/sentiment/aclImdb_v1.tar.gz>
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# Note:

This project was done as part of the assignment from GreatLearning’s Post Graduate Program for AI/ Machine Learning

# Key asks:

* Predict the number of positive and negative reviews based on sentiments by using different classification models.